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In writing an appreciation of Leamer’s (1983) classic “Taking the Con Out of Econometrics,” it would seem mandatory to start with a good joke. Unfortunately I’m a structural econometrician, so I don’t know any. So I’ll have to start with a bad one. Actually, I only know one econometrician joke. It goes something like this: An official at Treasury asks three experts “What’s 200 billion plus 200 billion?” The first expert, a mathematician, immediately responds “400 billion, of course.” The second, an economist, kind of grimaces and says: “Well, that depends . . .” But the third expert, an econometrician, doesn’t immediately answer. Instead, he gets up and quietly closes the office door. Once he’s sure no one is listening, he leans over and whispers in the official’s ear “What do you want it to be?”

I never thought this joke was very deep, but thinking about Leamer’s (1983) paper made me appreciate it more. Insightful jokes typically exaggerate to make a point, so let’s assume what is really being asked is a hard question, like “How will consumer spending be affected by $200 vs. $400 billion in fiscal stimulus?” The econometrician is well aware that by playing with assumptions—what control variables and instruments to use, what functional forms to pick—it’s possible to obtain pretty much any desired coefficient on government spending in the consumption function. This is precisely the problem Leamer (p. 36) talked about: “The econometric art . . . involves fitting many, perhaps thousands, of statistical models. One or several that the researcher finds pleasing are selected for reporting purposes.”

What struck me for the first time upon rereading Leamer (1983) is that the economist is really the hero of this joke. He knows what the econometrician knows, but he’s willing to admit it. In Leamer’s words, “All knowledge is human belief; more accurately human opinion.” In contrast, it is the mathematician who is really misguided, by expressing a false degree of certainty. My view, like Leamer’s, or the economist in the joke, is that there is no way to escape the role of assumptions in statistical work, so our conclusions will always be contingent. Hence, we should be circumspect about our degree of knowledge. In the words of Maimonides: “Teach thy tongue to say ‘I do not know,’ and thou shalt progress.”

Does the Experimentalist School Provide the Answer?
This brings me to the paper by Angrist and Pischke (this issue). What has always bothered me about the “experimentalist” school is the false sense of certainty it conveys. The basic idea is that if we have a “really good instrument” we can come up with “convincing” estimates of “causal effects” that are not “too sensitive to assumptions.” Elsewhere I have written an extensive critique of this experimentalist perspective, arguing it presents a false panacea, and that all statistical inference relies on some untestable assumptions (Keane, forthcoming). I won’t repeat all those arguments here. Let me instead just give a couple of examples of why natural experiments do not resolve this problem.

Consider Angrist and Lavy (1999), who estimate the effect of class size on student performance by exploiting variation induced by legal limits. It works like this: Let’s say a law prevents class size from exceeding 30. Let’s further assume a particular school has student cohorts that average about 90, but that cohort size fluctuates between, say, 84 and 96. So, if cohort size is 91–96 we end up with four classrooms of size 22 to 24, while if cohort size is 85–90 we end up with three classrooms of size 28 to 30. By comparing test outcomes between students who are randomly assigned to the small vs. large classes (based on their exogenous birth timing), we obtain a credible estimate of the effect of class size on academic performance. Their answer is that a ten-student reduction raises scores by about 0.2 to 0.3 standard deviations.

This example shares a common characteristic of natural experiment studies, which I think accounts for much of their popularity: At first blush, the results do seem incredibly persuasive. But if you think for awhile, you start to see they rest on a host of assumptions. For example, what if schools that perform well attract more students? In this case, incoming cohort sizes are not random, and the whole logic breaks down. What if parents who care most about education respond to large class sizes by sending their kids to a different school? What if teachers assigned to the extra classes offered in high enrollment years are not a random sample of all teachers?

One can name many other threats to internal validity, but another problem is more fundamental: In a child cognitive ability production function, class size is but one of many inputs. Others are teacher quality, school facilities, educational philosophy, parent involvement, peer effects, and so on. Besides school inputs we also have home inputs: “quality” time with parents, parenting style, books at home, educational toys/games, time spent doing homework vs. watching TV, nutrition, and so on. Unfortunately, many of these inputs are difficult or impossible to measure. Thus, we must be aware that an estimate of the “causal effect” of class
size obtained via a quasi-experimental design is not a ceteris paribus effect. It subsumes how class size influences all the factors we haven’t controlled, including parent/school reactions to mandated class size changes.

This brings us to the key problem: Suppose we grant that experimental studies have found clear evidence that smaller class size leads to large improvements in student achievement. We still run up against the “so what?” test. Given that we don’t have estimates of the structural parameters of the cognitive ability production function, or the decision rules that parents and schools use to determine other inputs, we cannot determine if reduced class size would be a more cost effective way to improve student achievement than, say, higher teacher salaries or better nutrition and health care in utero.

Now, I’d be the first to admit that structural work that attempts to estimate the child cognitive ability production function also suffers from serious omitted input problems. But if the experimental approach claims to be a “revolution,” it should be held to a high standard. As I said earlier, what bothers me is not the natural experiment approach per se, but rather the exaggerated claim that it enables us to attain relatively assumption-free statistical inference. In other words, I’m not dismissing the Angrist and Lavy (1999) result. I take it as one piece of evidence that may prompt us to update our priors about the relative importance of class size vs. other inputs to child development. But I would not take it as definitive.

My view that we can’t escape assumptions is echoed in my favorite section of Leamer’s (1983, p. 36–37) paper, Section IV, entitled “Do we need prior information?” This has great quotations like: “… data alone cannot reveal the relationship between yield and fertilizer intensity . . . we must resort to subjective prior information.” If that’s true of fertilizer, imagine the difficulty with something as complex as class size. I also like “The false idol of objectivity has done great damage to economic science” and “Because both the sampling distribution and the prior distribution are actually opinions and not facts, a statistical inference is and must forever remain an opinion.” Clearly, Leamer is rejecting the whole notion of “objective” or “assumption free” inference that the experimentalist school claims to provide.

---

1 See Bernal and Keane (2009) for an extensive discussion of this issue in the related context of measuring effects of childcare on child outcomes, using welfare rule changes as a “natural experiment.”
A second point in Angrist and Pischke that I’d like to address is the view that issues of functional form are just a “distraction” and that all we need are linear models. Actually, I have heard a pretty good joke about this (Cathcart and Klein, 2006):

Salesman: Ma’am, this vacuum cleaner will cut your work in half.
Customer: Terrific! Give me two!

A good example of why functional form matters is the Donohue and Wolfers (2005) study that Angrist and Pischke discuss. Look at Figure 1 (which Angrist and Pischke reproduce), and focus on the 1965 to 1971 period. Canada abolished the death penalty in 1965 while the U.S. retained it through 1971. During that period the homicide rate in the United States went from 5.0 to 8.5 per 100,000, while in Canada it went from 1.3 to 2.2 per 100,000. So the homicide rate goes up by 70 percent in each country, and the difference-in-difference estimate implies no effect of the death penalty. But how do we know that it is percentages, rather than levels, that matter? This is purely a functional form assumption. If the murder production function were in levels, rather than logs, we would conclude that abolishing the death penalty had raised the murder rate by 2.6 per 100,000.2

The Proof is in the Pudding?

A main theme of the Angrist and Pischke paper is the “proof is in the pudding” argument. They claim that labor economics, utilizing experimental methods, has left other fields in the dust. Specifically, labor has developed wide consensus on a broad range of questions, while fields like macro and industrial organization remain in disarray. Hearing this claim makes me feel like Count Almaviva when he’s told that Figaro is of noble blood: “Where am I? Who am I?”3 As far as I can see, labor economists don’t agree on much of anything.

For instance, I’ve been working on a survey of the labor supply literature—see Keane (2009)—and it’s clear that estimates of important quantities like Frisch, Hicks, and Marshallian

---

2 My subjective prior is that the death penalty doesn’t do much to crime rates. But vengeance is another justification. Personally, I’d like to see it retained for extremely heinous crimes, like child molestation and selling credit default swaps.
3 “Dove sono? Chi sono?,” Marriage of Figaro, Act 3 Scene 5.
labor supply elasticities are all over the map. There is no consensus on the central issue of how taxes affect labor supply. What’s more, labor economists don’t even agree on whether they agree. Many think there is a clear consensus that labor supply elasticities are small, despite the existence of many studies finding they are large.

Ironically, Angrist and I are among the minority who think the Frisch elasticity is large—me because I think most estimates are downward biased by ignoring human capital, he because of the behavior of bicycle messengers and stadium vendors. If there really is consensus on key issues, then why do so few people agree with us? This notion of consensus is reminiscent of the old joke where one Upper East Side grande dame says to the other “I voted for Willkie, you voted for Willkie, everyone we know voted for Willkie. How did Roosevelt win?”

Actually, the Angrist and Pischke case for broad consensus/progress in labor is essentially rhetorical. They list many experimental papers that have obtained “convincing” and “influential” results but rarely state what the results are—presumably because we’d see they are controversial. I only find a few specific results mentioned: 1) the Frisch elasticity is about 1 (few but me believe that); 2) neighborhood effects don’t matter for earnings (do you think there is consensus on that?); 3) smaller class sizes increase achievement (direction not too controversial, magnitude certainly is); 4) the death penalty doesn’t affect murder rates (what else is this controversial? Abortion? Gun control? Yankees vs. Red Sox?); 5) military service reduces civilian earnings (given the United States has an all-volunteer military, it seems that at least 1.4 million Americans may disagree). If this is the body of “convincing” evidence the experimentalists have generated, I hardly think it constitutes a “revolution.”

---

4 The Marshallian elasticity gives the effect of a wage change on labor supply holding nonlabor income fixed. The Hicks elasticity gives the effect of a wage change that is “compensated” by a change in nonlabor income in the opposite direction, designed so the worker is no better or worse off than before. The Frisch elasticity shows willing works are to shift their labor towards periods when the wage is relatively high.

5 I have an incentive to claim these experimental results are conclusive, as they support my own views. However, these studies consider monthly or daily wage fluctuations. Only under strong assumptions is this informative about intertemporal substitution at annual frequencies.

6 Note that different people have different skills and will benefit from different types of training. It is likely that the types of training provided by military service increase civilian earnings for some types of people but not others. Of course, it is likely that some people choose military service primarily for other reasons (like patriotism or lack of civilian employment opportunities in the short run). Hence, for some people, military service may increase the present value of lifetime earnings or utility, even if it does not increase civilian earnings.
In contrast to labor economics, there is a field where broad consensus has actually been reached on many key issues over the past 20 years. I suspect most economists will be surprised to discover that this field is marketing. Marketing is characterized by three key features: 1) the structural paradigm is dominant, a trend that began with the publication of the dynamic demand model of Erdem and Keane (1996); 2) the data are a lot better than in labor economics, due largely to the availability of consumer panels; and 3) there is great emphasis on external validation.

Interestingly, it is easy to do natural experiments in marketing. Historically, firms were quite willing to manipulate prices experimentally to facilitate study of demand elasticities. But it is now widely accepted by firms and academics that such exercises are of limited use. Just knowing how much demand goes up when you cut prices is not very interesting. The interesting questions are things like: Of the increase in sales achieved by a temporary price cut, what fraction is due to stealing from competitors vs. category expansion vs. cannibalization of your own future sales? How much do price cuts reduce your brand equity? How would profits under an every-day-low-price policy compare to a policy of frequent promotion? It is widely accepted that these kinds of questions can only be addressed using structural models—meaning researchers actually need to estimate the structural parameters of consumers’ utility functions. As a result, the “experimentalist” approach has never caught on.

Relying heavily on structural econometric models, good data collection, and serious attempts at model validation, the field of marketing has reached broad consensus on all the questions noted above, among others. Here I will just discuss one topic, which also happens to be relevant to the Angrist and Pischke paper.

Consider the demand for frequently purchased consumer goods. There is broad consensus that own-price elasticities (given temporary price cuts) are about –3 to –4.5. But, as noted above, the dynamics are much more interesting. Erdem, Imai, and Keane (2003) and Erdem, Keane, and Sun (2008) estimate that roughly 20–30 percent of the increase in sales due to a temporary price cut is cannibalization of future sales. Of the remaining incremental sales, 70–80 percent is due to category expansion and only about 20–30 percent is due to brand switching. A remarkable
consensus has emerged on these figures in recent years. It is hard to exaggerate the importance of this three-way decomposition of the price elasticity of demand, as it determines the profitability of price promotion. The analogous situation in labor economics would be if there were broad consensus on all the key labor supply elasticities and the labor supply effects of tax cuts.

Now let me turn to industrial organization. Angrist and Pischke argue that progress in industrial organization has been hindered by reliance on structural econometrics. The point they emphasize most is the failure of structural models of industry competition to predict accurately the effects of mergers on prices. But in my view this failure is not surprising, because structural industrial organization models rely on static models of consumer demand. There is a broad consensus in marketing that static demand models greatly exaggerate cross-price elasticities, as they attribute most of the incremental sales that accompany a price cut to brand switching, and little to category expansion or cannibalization. And when I say “exaggerate” I’m not talking small potatoes—I’m talking factors of 2 to 4. As cross-price elasticities of demand summarize the degree of competition between products, it’s obvious that such large biases will create serious problems in attempting to predict effects of mergers.

Thus, the problem with industrial organization—at least the part of the field dealing with models of industry competition—is not the use of structural models per se, but rather that the demand side of those models is typically static and hence, by consensus, badly misspecified. Given this, it isn’t surprising that industrial organization models do a poor job of forecasting effects of mergers. I agree with Angrist and Pischke it is puzzling there have been so few attempts to validate these models by looking at price effects of mergers. But I’m also puzzled by the failure of industrial organization to incorporate much of what marketers have learned about consumer demand. There is broad consensus that static demand models fit choice behavior

---


8 See, for example, Keane (1997), where I was the first to note the problem theoretically, and Sun, Neslin, and Srinivasan (2003) and Erdem, Keane, and Sun (2008), papers which verified its importance empirically.

9 In fact, in Erdem, Imai, and Keane (2003), having found that static models seriously exaggerate cross-price elasticities of demand, we predicted that existing models of competition would do a poor job of predicting effects of mergers. At the time, we were unaware of any papers that attempted to validate those models.
terribly (for example, see Ching, Erdem, and Keane, 2008), so why does the field of industrial organization persist in using them?10

**Good Data Always Helps**

There is another key point by Angrist and Pischke with which I agree: the experimentalist school has done a great service to empirical economics by forcing researchers to pay more attention to the sources of variation in data that identify their models. In my recent survey of the labor supply literature, I was struck by the cavalier approach to identification in many papers, even many of recent vintage. Just as Angrist and Pischke state (in discussing crime), “the use of instrumental variables . . . was typically mechanical, with little discussion of why the instruments affected the endogenous variables” or why we would expect them to be uncorrelated with the stochastic terms. As an example, to identify effects of wages on labor supply, one needs a source of wage variation that is uncorrelated with tastes for work. The typical labor supply paper deals with this problem via rather arbitrary exclusion restrictions. A common one is to assume that age and education affect wage offers for employment, but not tastes for work. This assumption is obviously debatable, yet in many papers it is made casually and without comment. Thanks to the experimentalist school, it is harder to get away with this sort of thing now.

However, the fact that we should pay close attention to sources of identifying variation in the data is not an argument for abandoning structural econometrics. Plausibly exogenous variation in variables of interest is a desideratum in all empirical work—not an argument for one approach over another. Consider Erdem and Keane (1996). That paper introduced the structural approach into marketing, where it rapidly became quite pervasive. But why was the paper so influential? One factor is that many found the structural model appealing: consumers learn about brand attributes via use experience and advertising signals, and brand equity (or “loyalty”) emerges naturally as risk-averse consumers are reluctant to buy unfamiliar products. Prior

---

10 Actually, I think there are two reasons that static demand models persist: First, the computational demands of solving an equilibrium model with dynamic consumer demand are substantial. Second, industrial organization models are often estimated using aggregate data, which makes individual demand dynamics essentially impossible to identify.
empirical work had treated brand equity as a black box and posited no structural mechanism for its development.¹¹

But at least as important is that the paper produced a big result: it provided a reliable estimate of the long run effect of advertising on brand equity and consumer demand. This had been a “holy grail” of marketing research, but prior work had failed to uncover reliable evidence that advertising affected demand at all—an embarrassing state of affairs for marketers!

Why did we find evidence of long-run advertising effects when others had not? Was it the use of a structural model? I think that helped, but the key reason is that we had great data. Specifically, we had scanner data where households were followed for years, and their televisions were monitored so we could see which commercials each household saw. If you are willing to believe that tastes for brands of detergent are uncorrelated with tastes for television shows (which seems fairly plausible), this is a great source of exogenous variation in ad exposures. I agree that all econometric work, whether structural or not, should ideally be based on such plausibly exogenous variation in the data.

The Ability to Do Controlled Experiments Does Not Obviate the Need for Theory

Where I most strongly disagree with Angrist and Pischke is their notion that empirical work can exist independently from, or occur prior to, economic theory. In Keane (forthcoming), I argue that “we cannot even begin the systematic assembly of facts and empirical regularities without a preexisting theoretical framework that gives the facts meaning, and tells us which facts we should establish.” I argue this is true not just in economics, but in all scientific disciplines. Thus, I found it interesting that Angrist and Pischke briefly extend their analysis outside of economics to the field of medicine, and argue that an experimentalist approach has been fruitful there as well: “. . . in medicine . . . clinical evidence of therapeutic effectiveness has often run ahead of doctors’ theoretical understanding of disease.”

I was left wondering how Dr. Owen Wangensteen would react to this observation. If you’ve not heard of Wangensteen, let me put it this way: if you can think of any famous

¹¹ The “Erdem–Swait” framework (Erdem and Swait, 1998) is now the canonical economic model of brand equity. (There are also a number of psychology-based models.) See Keller (2002) for an overview. The astute reader will notice that I obviously ought to go learn something about marketing.
surgeons, they were probably either his students or students of his students.\textsuperscript{12} Wangensteen, who was surgeon-in-chief at the University of Minnesota Hospitals (1930–1967), played a key role in inventing modern medical education by reforming the curriculum, in concert with medical school dean Elias Lyon, to require that surgeons receive grounding in basic science (including biology, physiology, and other fields).

In 1928–32, Wangensteen embarked on a long series of controlled experiments designed to investigate the mechanisms that induced gaseous distension in obstructed intestines, a major cause of death following abdominal surgery. As far as I can tell, these experiments involved doing really odd things to dogs and seeing how long it took them to die (Edlich and Woods, 1997). Obviously, no one would do this sort of stuff unless they were either: (i) a sadist, or (ii) had a theory in mind they were trying to test. In fact, Wangensteen did have a theory: that the mechanism causing gaseous distension was not buildup of toxicity in the intestine but instead just swallowed air. His experiments showed his theory was correct. This led to his famous nasogastric suction procedure that is thought to have saved the lives of 100,000 U.S. troops with abdominal wounds in World War II. Visscher (1991) estimates that the Wangensteen procedure, lauded in a 1951 poem by Ogden Nash, had saved about a million lives by 1991.\textsuperscript{13}

But along with his clinical contribution, Wangensteen also set an important example by his approach: the idea that understanding mechanisms is important for developing improved surgical procedures. Late in his career Wangensteen collaborated with his wife (an historian) on a history of surgery (Wangensteen and Wangensteen, 1978). This work is described by Visscher (1991) as “a comprehensive treatise on the emergence of surgery from primitive empiricism to the utilization of modern scientific and technological advances.” Economic empiricists regard the randomized clinical trials conducted in medicine as the “gold standard” towards which economics should strive. Yet, as should be obvious, a scientist doesn’t do experiments or run clinical trials as “accidental play, without pre-existence of more or less definite ideas about their meaning” (Einstein and Infeld, 1938). Theory forms the basis for empirical work in the science of medicine just like anywhere else.

\textsuperscript{12} As Edlich (2007) notes, 110 full professors and 38 department heads were students of Wangensteen. Probably the most famous are the great cardiothoracic surgeons: C.W. Lillehei (often called “the father of open heart surgery”), Norman Shumway, and Christiaan Barnard.

\textsuperscript{13} Ogden Nash wrote: “May I find my final rest in / Owen Wangensteen’s intestine / knowing that his masterly suction / will assure my resurrection.”
Different Approaches to Model Validation

Finally, let me return to Section IV of Leamer’s (1983) paper. I think the most important passage here (p. 38) is “the fundamental problem facing econometrics is how adequately to control the whimsical character of inference, how sensibly to base inferences on opinions . . .” I don’t think Leamer had any derogatory intent in choosing the word “whimsical.” He was simply stating the obvious: all inferences are based on some ultimately untestable assumptions that must, therefore, be made based on the “whim” (or opinion) of the investigator. He’s asking how, in such a subjective world, we can produce results that are credible (or at least useful) to others. Leamer’s answer was that we should report on sensitivity to specification. As an example, he reports estimates of a regression of murder rates on execution rates using sets of control variables that would be considered appropriate by, for example, 1) a bleeding-heart liberal, 14 2) a social conservative, and 3) an economic determinist. The idea is that the researcher thus provides evidence of value to all three audiences, given their prior views, and also reveals to what extent estimates are determined by a set of prior beliefs. In effect, the Angrist–Pischke reaction is: “Don’t be so nihilistic. Let’s just come up with instruments that are so good our results will be convincing to everyone.” This is the false certainty to which I referred earlier. In response, I’d suggest reading Maimonides’ quote at the start of this article, or perhaps Plato’s Apology 21–23.

It’s interesting to ask how Leamer’s (1983) ideas about specification testing apply to structural econometrics. Speaking for myself, it usually takes about two years to program up and estimate a structural model. Writing a program to solve the optimization problem faced by economic agents, and to estimate the parameters of their utility functions, is a lot more work than just running regressions! Thus, if I find my model fits poorly, or produces parameter values that seem odd a priori, I know that making some changes to the model and re-estimating will take a few months, as it typically involves substantial re-writing of the original code. In this way structural work is fundamentally different from regression analysis. It’s not possible to fit “thousands” of models and report the one you like. Depending on how many years one wants to devote, it might be feasible to estimate five or ten specifications, none of which can differ too dramatically from the one with which you started. Thus, I would contend that specification

---

14 For younger readers, “bleeding-heart” was a term used in the 1970s to distinguish bad liberals, like Eugene McCarthy, from good liberals, like Hubert Humphrey. Now we know that all liberals are bad, so the phrase has fallen into disuse.
searches are not a big problem in structural work—it just takes too long to do them. Faster computers won’t change this situation, as much of the time involved is programming time.

For this reason, the best structural work has not involved extensive specification testing, but rather careful external validation exercises designed to persuade the audience to take the researcher’s model seriously. Examples of such validation exercises can be found in Keane and Moffitt (1998) and Keane and Wolpin (2007). Both papers fit structural models of welfare program participation and labor supply. The former uses the model to attempt to forecast (really back-cast) behavior prior to a significant regime change, while the latter fits the model to a subset of U.S. states and attempts to predict behavior in a holdout state with a very different policy regime. In Keane (forthcoming), I discuss a range of other validation techniques. A key point is that structural econometricians do not perform these exercises to persuade the audience that the model is “true.” We know perfectly well that our models aren’t true. Validation exercises are used purely as a way to persuade the audience (and ourselves) that a model may be a useful tool for prediction and policy evaluation.

To conclude, I once heard Noam Chomsky say at a public lecture that if a field spends a lot of time debating methodology it’s a sure sign its not getting anywhere. Maybe we should all get back to work.
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